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Abstract

A third-order self-excited oscillatory system in the neighbourhood of a stable local integral manifold is investigated. A periodic
manifold and a corresponding system in amplitude-phase variables are constructed with approximately the required accuracy.
Using the procedure of separation of variables (averaging) the conditions for the existence, uniqueness and stability of self-excited
oscillation modes are established, and critical cases of the degeneracy of these conditions are considered. A thermomechanical model
of the self-excitation of oscillations inherent in gas-dynamic systems with a heat source is taken as an example. The bifurcation
pattern of self-excited oscillations in the space of the governing parameters of the system is investigated in the second approximation.
© 2006 Elsevier Ltd. All rights reserved.

Self-excited oscillations of systems with one degree of freedom have been investigated in detail in a number of
theoretical (see Refs. 1-5, etc.) and applied (see Refs. 3,5-8, etc.) publications. The main mathematical techniques used
to investigate them are different versions of the small-parameter method (perturbation theory) and qualitative (topo-
logical) phase-plane methods. The problem consists of determining the conditions for the existence, uniqueness and
stability of limit cycles, and also an approximate calculation of the main characteristics of the self-excited oscillations
(the amplitude, frequency, form of the limit cycles, etc.). A numerical-analytical method of accelerated convergence
was recently used in Refs. 8 and 9 for the effective construction of the periodic motions of self-excited oscillatory
systems for small and moderately large self-excitation coefficients.

Much fewer results have been obtained for self-excited oscillatory systems of higher order than the second. We
note the investigations of quasi-linear self-excited oscillations of two coupled second-order radio circuits using the
Lyapunov-Poincaré methods.? Quasi-linear self-excited oscillations of a Helmholtz resonator with a thermodynamic
self-excitation mechanism were investigated in Ref. 10 for the three-dimensional Teodorchik model.” Using asymptotic
methods of non-linear mechanics, a local integral manifold of the system was constructed in Refs. 11,12. It enables one,
with the required degree of accuracy, to represent a self-excited oscillatory system in standard form for amplitude-phase
variables and also enables the averaging method!>!# to be used.

Third-order self-excited oscillatory systems are often encountered in nature and technology. We note the following
phenomena: geysers, variable-brightness cepheid-type stars, self-excited oscillations in chemical and nuclear reactors,
vapour “singing” in the pores of a thick layer of scum, and gas pulsations in the combustion chambers of jet engines.
Investigations of such systems, both analytically and numerically, are of interest from the theoretical and applied points
of view. The solution and analysis of such problems for small and moderately large self-excitation coefficients, leading
to bifurcations of the self-excited modes of oscillation, is of considerable importance.
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1. Formulation of the problem

Consider a three-dimensional non-linear self-excited oscillatory system containing a basic subsystem, namely, a
second-order quasi-linear section and a one-dimensional self-excitation subsystem. We will assume that the equations
of motion, in dimensionless variables, have the form

¥+x = —ed+ef(x,X), V+Kk0 = g(x, %), kK2K,>0 (.1

Here 0 <& « 1 is a small parameter representing the effect of the excitation variable € and the perturbations gf on
the main variable x. For these € the parameter k and the function g (together with f) define a local integral manifold of
system (1.1), to which it tends as t — 0o, where ¢ is the dimensionless time.

In the traditional case of a system with one degree of freedom we will assume & = k! g(x, ), and the quasi-linear
self-excited oscillations are described by the first equation of (1.1). If g = kg*, g* ~ 1, we have ¥ — g* as k — 00
according to the theory of singularly perturbed differential equations [15].

For the general situation considered here (k ~ 1) we will convert system (1.1) to standard form. =14 We will first
represent it in the form of a third-order equation by differentiating the first equation of (1.1) with respect to ¢ and
eliminating 9, 9, so that we obtain the required relation

X +KX+X+Kx = eF(x, %, %), F=xf+fi+fi-g (1.2)

Note that this is quasi-linear, despite the considerable non-linearity of system (1.1). When £ =0 the characteristic
exponents A 23 of Eq. (1.2) and its general solution xo have the form

M, ==%i, Ay =-K; x5 = Ajcost+ A,sint+ Ajexp(—Kr) (1.3)

where A1 23 are arbitrary constants. As t — oo the solution x¢ (1.3) approaches the 2m-periodic function x, = a siny,
where a is the amplitude and s = ¢ 4 s, is the phase; the constants a and {5y are defined in a known way in terms of
Alo.

To use the method of local integral manifolds!!-12

we will replace the variables (x, x, X) by (a, ¥, z) in Eq. (1.2):
. , .. . 2
x =asiny+z, X =acosy—-kz, X =-asiny+xz (1.4)

The unknown z represents the local integral manifold of the system mentioned above.
Differentiating expressions (1.4), by virtue of the perturbed Eq. (1.2) we obtain the required system of standard
forml3,l4

a =€A(a, y,2), A = (Kcosy-siny)F*, a=ay;>0
V= 1+e¥(a,y,2), ¥ =-a (Ksiny+cosy)F* (1.5)
i+xz = e2(a,¥,7), Z = F* Fx=(1+x°) F

The function F* (1.5) is obtained by substituting expressions (1.4) into the function F from (1.2). The right-hand
sides of the equations are 2m-periodic in { and fairly continuous in a and z. If the condition f=g =0 is satisfied when
x = X = 0, which is usually the case in applied problems, the function W (and also the functions A and Z) will be
regular for all a > 0. Otherwise, instead of the amplitude-phase variables (a, {s) we will introduce osculating Van der
Pol type variables (a, b) and make the replacement

. . . . . 2
x = asint+bcost+z, X = acost—bsint—xz, X = —asint—bcost+Kz (1.6)

For (a, b) we obtain Bogolyubov standard equations. The advantages of these equations is the absence of singularities
when a, b — 0, if f, g #0 when x = & = 0, but a drawback is the increase in the order of the system: the right-hand
sides depend on a, b, z and are 2m-periodic in .

Further, for system (1.5) we will construct a local integral manifold, described by the expression z(a, ¥, €) with the
required degree of accuracy in €. It is substituted into the equations for the variables a, {5, which define the possible
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self-excited oscillations of the system. Further investigations are carried out by traditional asymptotic or regular small-
parameter methods.!*131% The averaging method enables us to simplify the construction of the approximate limit
cycle considerably in (x, X, X) space and to analyse the transient.

2. Construction of the local integral manifold

After a relatively short time Ar = k n(|z%e™") system (1.5) arrives from an arbitrary state 2(0)=7° to an &-
neighbourhood of the state z=0 and performs motions in the neighbourhood of the manifold z = eh(a, s, £).!=13 The
unknown /4 is a 2m-periodic function in { and regular in a, €, and is constructed as the solution of a first-order partial
differential equation, which we will denote by primes with corresponding subscripts.

We have

hy+xh = H(a,v,[z]), H = Z-eh,¥+h,A), z=¢eh 2.1)

where A, W and Z are functions of the unknown /4 and specified s, @ and ¢ in the permissible region of their variation.
For sufficient smoothness with respect to a of these functions the unknown % can be obtained with a required degree
of accuracy in & by the asymptotic expansion

h = h(a, ) +€hy(a, y) + 82h3(a, )+ ... 2.2)

The coefficients 4; (j=1,2, . . .) are defined as 2m-periodic solutions of a sequence of inhomogeneous linear equations,
the right-hand sides of which are calculated recurrently using the known expressions for A1, A2, ..., h;j—1 and the
corresponding coefficients of the expansions of the functions A, W and Z after substituting expression (2.2) into Eq.
(2.1). As a result we have equations which determine the required 5;

h y+xh; = Hf (a,¥), HY = Z(a,,0)

, , 2.3)
H;‘ = ZZO_ [ZO_Khik]‘PO_hik,aAO’ ee

Here and henceforth the zero subscript denotes that the value of the function is taken for z=0. The coefficients H}, Hj

are calculated similarly using the quantities i}, A3, ..., hj_l obtained. The required 2m-periodic solution h’(a, {) of

Eq. (2.3) can be represented in the form of an improper integral, or a trigonometric series!! 13
v

hfa,y) = [ expl-x(y - )1H} (a, )do =

—oo

o 2.4)
-1 .
= Y (0" +%°) ((xH} —nHE)cosny + (nHY +kHY)sinny]
n=0
If the function F turns out to be a polynomial in x, X, the expansion of the function H;-‘ in a trigonometric series
contains a finite number N =N(j) of terms H;¢"*, which increases as the subscript j increases.

jn >
Together with the standard procedure for the expansion of the unknown variable % in powers of € (2.2), to find the

periodic solution of Eq. (2.1) one can use the recurrence method of successive approximations equivalent to it
v
hy(a v, e) = [ expl-k(y - @)1H)(a, ¢, £)dg =

—oo

o 2 -1 . (2.5)
= Z(n +%%) [(KHE"j;—nHZ"j;n)cosnw+(nH(*j;,l+KHZ"j;,,)smn\|1]

n=0
H}) = H(a,y,0), ..., HY, = H(a, ¥y, e[hf;_;(a, ¥)]), j=1,2,..

Here H(*Jg;f are the Fourier coefficients of the function H(*j), which is constructed using previous approximations

hyys by, - hzﬂj—l) and is 2m-periodic in . Note that when constructing the solution in the form (2.2)—(2.5), the
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order of the derivatives with respect to the variable a of the functions A, W, Z, i.e. of the initial function F (1.2) with
respect to the variables x, X, increases. Expansion (2.2) or the recurrence procedure (2.5), generally speaking, diverges
as j — 0o, and the solution has an asymptotic form. Its accuracy in powers of the small parameter ¢ is determined by
the degree of smoothness of the functions in the variable a.

After substituting the expression obtained z=gh" into the equation for the amplitude @ and the phase U (1.5), we
have a standard system of the form

a = eA*(a,y,8), A*(a,y,e)=A(a, V, eh*)

V= 1+e¥*(a,y,e), ¥Y*(a,vy,e)=Y(a,y,eh*) (2.6)

The solutions a, ¥, z of Egs. (1.5) tend exponentially with time to the solutions a, L];*, eh” of system (2.6) for
the same initial data.!! Hence, the problem of the self-excited oscillations of the initial system (1.1) (or the modified
systems (1.2) and (1.5)) reduces to an investigation of the comparatively simple autonomous system (2.6), which
allows of the use of standard analytical and asymptotic small-parameter methods. Note that the analytical Lyapunov-
Poincaré methods® enable one to establish the existence and stability conditions and give a constructive procedure for
constructing the stationary periodic solution of Eq. (2.6). Moreover, they are applicable both to the initial Eq. (1.1) and
to the modified Eqs. (1.2), (1.5). The Krylov-Bogolyubov averaging method!>!# enables system (2.6) to be simplified,
enables the variables a and s to be separated and enables one to determine the stationary points for the amplitude
equation, corresponding to self-excited oscillations, and also enables the transients to be investigated.

3. Approximate solution of the problem of self-excited oscillations

We will apply an asymptotic procedure for separating the variables a and s to system of Eq. (2.6).'>!* More
accurately, we will construct the approximate replacement (a, U) by (o, @) such that the right-hand sides of the
equations for the “averaged” amplitude o and phase ¢ will be independent of the fast variable ¢. These replacements
and equations are constructed in the form of asymptotic expansions in powers of &/ (=0, 1,2, ...)

a=oa+eu (o, q>)+szu2+... +ejuj+..., uj((x,q>+21t)5uj(a, ®)
. (3.1
Vv = @o+ev(a, (p)+szvz+...+e’vj+..., v;(a, @ +27) = vi(0, @)

o= eAj()+E A+ + AL+
' ) el 3.2)
¢ =1+eQ () +EDy+...4+48 D, +...

The unknown functions u;, v; together with A j; 1, ® ;11 are constructed recurrently after substituting replacement
(3.1) into Eq. (2.6) and taking into account representations (3.2) for &, ¢. By equating coefficients of like powers of
& we can successively obtain Ay, ®2, ..., Ajy1, ®jy1 as the mean over ¢ of the corresponding known expressions,
and also determine the unknowns u1, vy, ..., uj, v;. In particular

A(a) = (A(a, 9)), D(a) = (¥ (0, 9))

¢ ®
33
ui(00) = [(Ar(e @)~ (AD)dR,. V(0 @) = [(¥ (e, ¢)— (¥1))de, G
0 0
Agp(a) = (Ajqup) + (Al0) + (A — (1) Ay
(3.4)

Dy(a) = (Wigup) + (Fio0) + () — (V1A
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The angular brackets denote averaging over the phase ¢. The functions A; and W; are obtained by substituting z= eh"
into the expressions for A*, U™ and expanding in powers of &/

A*(a,y,eh*(a,y,€)) = Al(a,\u)+sA2+...+£jAj+l+ vy Aj=A*(a,vy,0)
. (3.5)
Y*(a, y, eh*(a,y,8)) = ¥ (a, W) +e¥y+ ... +/Y, 1 +..., ¥, =¥*(a,V,0)

Further expansions of the functions A; and W; (3.5) involve substituting a and ¥s (3.1), which occurs in expressions
(3.4).

The functions A (o), @1(e) determine the system of Eq. (3.2) of the first approximation (terms O(&?) are ignored).
They enable us to calculate the required unknowns a and {s with an error O(¢), and also z=eh with an error 0(&?) in
the section 1] <t < Le~ !, where 1~ ln(s_1 ), for system (1.5). As a result we will obtain the variables x, X, X or ¢. For
the solution of the first approximation it is unnecessary to construct the functions u#; and v;.

The solution of the second approximation with error O(?) in the section 2t; <t < Lg~ requires integration of
Eq. (3.2) taking the terms &2 Ay, e2®, into account (terms O(&>) are dropped). This is also done by standard methods:
separation of the variables, expansion in powers of &, numerical calculations in a short interval of the slow time 7= &f,
71 <71 < L etc. For these constructions one can substitute expressions of the first approximation into terms of the order
of &2 and into the functions u; and v;.

To obtain and investigate the self-excited oscillations, it is of particular interest to determine the stationary points
(xz"j) of the first Eq. (3.2) for a in the j-th approximation in &

1

Py(0,8) = Ay(a) + €A, + ...+£"Aj+1 =0, a>0

(3.6)
a;"j)(e) = arg,P; (0, €), ocz"j)>0

The simple sufficient conditions for the existence, uniqueness and stability of self-excited oscillations for fairly
small & >0 are obtained by analysing the roots of (3.6) of the first approximation, i.e. for e=0

afiy = afi)(0) = arg,Aj(a), a>0 (3.7)

We will assume that the required root 0‘?1) (3.7) exists and is simple: Aj(a*) # 0. Then, for sufficiently small >0
Eq. (3.6) allows of a e-close 0‘?1) root az‘j)(s). It can be calculated with the required degree of accuracy with respect
to € by expansions or successive approximations. The self-excited oscillations of the initial system for which the
limit cycles are constructed in the phase space x, x, X, for example, in the form of projections onto the (x, x) plane,
etc., correspond to it. The periodic solution, i.e. the self-excited oscillations, will be asymptotically orbitally stable
or Lyapunov stable if A(a*) < 0 and unstable in the case of the opposite inequality. Eq. (3.6) may allow of several
simple roots; the above conclusions hold for each of them.

The situation when the root o™ is k-multiple, i.e. the following relations hold for it

A=A = =AY =0, APw@*) %0, k=12, .. (3.8)

requires an additional investigation based on methods of the theory of implicit functions (Weierstrass’ theorem!6). In
particular, if k=2, the required quadratic root a?j)(s) is constructed as a function of ¢ in the form of expansions in

powers of & = &!/2

2
ofy(8) = o* + 30 + 870, + ... (3.9)
The standard procedure reduces to algebraic equations, relating the unknown coefficients o, (m=1, 2, .. .). They

can be solved successively with corresponding fairly obvious assumptions (see below)

12

af = 2(=2A,/A}) T#0, of = (AA]'3A] - A)/A, ... (3.10)

Expressions (3.10) indicate the splitting of the generating solution into a quantity O(,/¢). If the known conditions
break down, additional investigations are required. In the general case of a k-multiple root (3.8), the expansions are
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carried out in powers of the small parameters d; (Refs. 3,16)

l*
2 1/k
afy(e) = a*+,0y + 8oy +..., § =8¢ |, Z k <k (3.11)
I=1
The integer (different) denominators &; in relations (3.11), where 1 < k; <k,l=1,2,..., [, which define fractional
powers of the small parameter, can be found in the standard way.'® For small values of k=2, 3, . . ., in applied calculations

it is assumed that k;=1/2, 1/3, . . . and the problem of the compatibility (solvability) of the equations for unknown oy,
ap, . . . is investigated. In this case, analogous to (3.10), non-uniqueness of the solution (“splitting”’) may occur.

The situation when A1(a)=0 is of particular interest in theoretical and applied aspects. In this case, the govern-
ing equation is Az(o) = 0. An analysis of the conditions for the existence, uniqueness and stability of self-excited
oscillations is carried out in the same way as above.

Note that an investigation of the problems of the existence, uniqueness, stability and qualitative behaviour of a
self-excited oscillatory system is usually carried out using the system of the first approximation (3.2), in which terms
O(g?) are dropped. By introducing the slow argument 7= &z, the main equation (for «) is reduced to a form that is
independent of the important parameter &, which defines the self-excitation quantity. For applied problems, however,
the behaviour of the system for moderately large specific values of &, rather than for infinitesimal values, may be of
interest. Then, the solution constructed can be used as the initial approximation in numerical-analytical procedures
of continuation with respect to the parameter.” An increase in € in problems of the class considered often leads to
bifurcations of the self-excited oscillations.

For a preliminary local investigation of the possible evolution of the oscillation modes, it may turn out to be useful
to construct and analyse a solution taking into account higher powers of €, i.e. terms £2A», €3 A3, etc. in expansions
(3.2) and a change in & over a wider range (of the order of unity). Note that an increase in the values of the parameter
€ and “escape” beyond the limits of the region, formally assigned by the methods of asymptotic theory or regular
expansions, has an extremely conditional form of directing considerations. This approach is used below to investigate
thermomechanical self-excited oscillations of a system based on solution of the second approximation of the asymptotic
methods of local integral manifolds and averaging (see above).

4. Self-excited oscillations in thermomechanical systems (the second approximation)
As an example of the use of the procedure for the asymptotic analysis of quasi-linear third-order systems described

above, we will consider the problem of the occurrence of self-excited oscillations in thermomechanical systems. The
governing Eq. (1.2) has the following form in dimensionless variables

E+(K+so)§+(1+ecK)§+(K+e)§—£§3 =0, <1 4.1

In particular, the system describing the self-excited oscillations of a Helmholtz resonator’-1? reduces to an equation

of the form (4.1). The expressions f = —of, g=£— & of system (1.1) correspond to Eq. (4.1).
We will change to a system of equations in standard form (1.5) using formulae (1.4), in which now x=§&. As a result
we obtain the following expressions for the right-hand sides of system (1.5)

A = (xcosy — siny)Z(E, &, E)
¥ = —a ' (ksiny + cosy)Z(§, &, E), a>0 (4.2)
Z=(1+x") (> -t -okt-of)

Changing from the function z to the function A, using relations (2.1) and (2.2), we can simultaneously obtain
expressions for the first two terms of the expansion of % in series of perturbation theory. Then, from the calculated
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expressions for H{ and H7, the first two approximations for /2 can be found using formulae (2.5)

hy = _2“_{ 21 [k(3a" - 4)siny — (40(k> + 1) + 3a* — 4)cosy] +
4(x"+1)(x"+1
4.3)
a2
+— [3cos3141—1csin3w]}
K +9
hy= ——F—5— Z - {h;ylsin\u+h§ylcosw+
(x"+1) (x"+9)
(4.4)

2 2 2
s sindy o+ h yoos3yl+ EEL (48 sinsy + h;,scossw]}
K" +9 K" +25

The coefficients of the trigonometric polynomials for 4;, according to relations (2.2) and (2.4), have the form

K, = é{9(5K4+30K2—7)a4+ (6(x% + 1)(¢* + 18x* = 15)6 - 72(x"* + 7x* + 2))a’ -
8>+ 9)((x* - 1)o - (3x* - 1))}

K1 = k{90 +5)a’ + B + 1) + 17)0 = 3(5k” +29))a” + (k" + 1)(i’ + 9)0” -
—4(E+ D +9)0 +4(k3+9)}

K5 = -Tléaz{z(lsx“— 10x% = 153)a” + 4[(x” + 1)(x* - 30x* — 135)0 -

-4(3x* - 5x* - 36)1}

hs 3 = %Ka2{3(31<2+11)a2+2[(K4+4K2+3)6—(5K2+ 171}
h;,S = %04(K2—15), h§,5 = —§Ka4

We will investigate the first and second approximations of the functions of the amplitude and phase, to analyse the
behaviour of which it is sufficient to know the expression for /4 to terms of the first order of smallness, i.e. taking the
expression for /; (4.3) into account.

Using system (2.6), after determining /; from system (1.5), we analyse a standard second-order system with rotating
phase. Substituting the expansions of the amplitude and phase, and also their derivatives (3.1) and (3.2) into system
(2.6) and separating the orders of perturbation theory and averaging, we successively obtain expressions for A1, and
()

4 2
a; 0 +2b, 0" + ¢y,
o

A=eA?+0), AP = A +en, = s
2(x"+1)

(4.5)

4 2
a0 + 2b¢a +¢,

256(x> + 1) (i + 9)

@ = ed?+0?), Y =@ +ed, = (4.6)
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The coefficients ay ¢, b\, ¢, €\, in the expressions for A® (4.5) and ®? (4.6) depend on ¢, k and o, and are given
by

3 81([(1(2 + 13)2 —48]

a, = = ; . a, = 3e(17x° + 259" + 851k” - 159)

16 K +9

3 2 2 2 2 2
b, = E[2(|c +1) —ex(x" +13) +4exo(x” + 1)1, b, = 24(x" +9)(boe + b))
by = G- (K + 1)o—(2K* + 11K =3), b, = 2k(> +1)

2 2 2 3 2 2

= -[(k"+1) -2ex-0(x"+1) +eko(K +1)], ¢, = 32(x" +9)(coe~¢y)
= (C+ 1)’ 2 - )P+ Do+ (kK +6K°—3), ¢, = dk(K*+1)°

A comparison of the expressions for the functions  and A, calculated to the first and second orders of smallness,
shows that the inclusion of second-order terms leads to a change in the degree of the polynomial dependence of the
right-hand sides of the derivative of the amplitude from the third to the fifth, and of the phase from the second to the
fourth. It turns out then that the coefficients of higher powers of a are proportional to the parameter €. Hence, the use
of analytical procedures of expansion in ¢ to investigate the roots o of the equation

AP0, x,0,8) = 0, o = a*(k, G, €) 4.7)

i.e. to analyse the stationary points of system (2.6), leads to the possibility of constructing roots of Eq. (4.7) that
are regular in . The use of the methods of perturbation theory in this case is complicated by the dependence of the
coefficient of polynomial (4.5) on the other parameters of the problem, when the smallness of € is compensated by the
other parameters. Hence, the roots of Eq. (4.7) were analysed accurately.

After constructing and investigating the roots of the functions o (k, o, &) (4.7), the stationary addition to the average
frequency can be determined, i.e. the function

®?(a*(x, 6,€), %, 0,€) = const 4.8)

In the space of the parameters k, o, & one can investigate the behaviour of the function ®®. For applications the
sign-definiteness of ®®) (4.8) is of considerable interest, and also the finding of the values of the parameters for which
®? =0 or @ <0.

We will analyse the behaviour of system (2.6) in the simpler case when there is no dissipation (o =0), and we will
determine the regions in which self-excited oscillations exist. To do this we will construct a pattern of the change in
the types of dependence of A® and ®® on a when the parameters & and k vary.

When o =0 the parameters € and k are grouped in the function A® in such a way that the pattern becomes “quasi-
uniform” (i.e. it depends implicitly on the parameter k) and can be reduced to the form shown in Fig. 1. In this case,

A

mr

Fig. 1.
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L]
I
y/4
0
_/ 1 o
v
Fig. 2.

the limits of the oscillation modes are determined by the parameters €)_p and &), ., the values of which depend on the
parameter k

2+ 1) . ey

=, &, s 0.54387 <" <0.54389
K(x" +13)

An analysis of the stationary points of the oscillation amplitude, carried out using (4.7), shows that in the range of
variation of & from 0 to &), , the unique stable point of self-excited oscillations is the point with a =z 1, when A®
vanishes (curve I).

On transferring to the next interval up to the point &) ., the derivative of A® at zero decreases, and the equilibrium
position becomes weakly unstable. In the neighbourhood of this point it is possible for oscillatory modes to exist over
a limited time interval, after which an increase in the perturbations will lead to a loss of stability (curves II and III).
A further increase in € (g > ) ) leads to the occurrence of two stable equilibrium positions a =0 and a =, 2, in the
neighbourhood of which self-excited oscillations occur, and one more unstable stationary point o = o)1 appears (curve
V).

In order to investigate the nature of the change in the average frequency of the oscillations, we will analyse the
pattern of the qualitative behaviour of the function ®), by first noting that, unlike the graphs for the amplitude, the
qualitative dependence of the oscillation frequency is actually two-dimensional. In Fig. 2 we show the permissible
forms of the fourth-order curves ®@®(a). The regions in Fig. 3, bounded by the curves &, 5 (the curve with number 1)
and g, . (the curve with number 2) correspond to the numbers of the curves in Fig. 2. It can be seen that the boundaries
of the regions in which the modes of the oscillation frequency change are determined by three values of the parameter
k and the two curves of g, 5 and &), determined from the results of an analysis of the behaviour of the biquadratic
function ®?(a), in the form

k(4 1) _ 4+ 1)

€ - ’
#1163 -3 *C Kt re*-3

o, b

Ko = arg(ay(x)) =0.42092, x; = 4/145-11/2=0.51029, %, = N243-3=0.68125

8 :
€ é v 2
4 i
I s
: I 1
N————T |
0 KoK, X, 1 X 2

Fig. 3.
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Fig. 5.

The straight lines k =k and k =k are the vertical asymptotes of the hyperbolae 45, and g - respectively.

Comparing the position of the stationary points with the position of the zeros of the function ®®, we can determine
the corrections to the frequency of the oscillations compared with the unperturbed state. To do this we additionally
set boundaries of the regions with qualitatively different behaviour of the functions &¢ p, €¢.c, €xp> Erc (curves 1,
I, 2, II respectively) on a single diagram (Fig. 4). The points of intersection of the boundary curves are denoted by
k3(k3 = V/—7+/73/2 ~ 0.62128) and k4(k4 = +/3).

Analysis shows that the oscillation frequency in the neighbourhood of the second stable stationary point will always
be reduced: CID((;Q < 0 (the superscript plus denotes that this quantity relates to the stable stationary point, and the

plus-minus refers to a slightly unstable point); in the neighbourhood of the quasi-stable zero it will always increase:
(0)

GDE)i) > O(Sx, < &< Sg\O)L K < Kg); finally, for large values of & > 8;(?)6 and k < k4 the zero becomes a stable point,
and the oscillation frequency in its neighbourhood will be reduced: <I>6+) < 0.

When the dissipation o is taken into account, expressions (4.5) and (4.6) lead to a considerable complication of the
patterns of the rates of change of the amplitudes and phase of the oscillations. Oscillation modes arise which were not

| \
3
4 -

0 :
05/ 1 l/SK/IO € 50
e} €, &,
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present in the previous case. The pattern of the change in the oscillation rates becomes “quasi-two-dimensional” (the
limits of the oscillation modes turn out to be dependent on the parameter k), while the frequencies are three-dimensional.
The results of an analysis of the patterns of the rates of change of the amplitudes are shown in Figs. 5 and 6.

The boundaries of the oscillation modes for the patterns of the rates of change of the oscillation amplitudes in the
second approximation A®(a) for o # 0 are defined by the quantities

o (% + 21y +72)y% + (12 + 6(y + 8) + (=1)/ (y* + 24y + 96)A)ek

iz 6y(y + 8)ex j=12
v Y -2ex o (p+12)ex-2)0 P+
Gp = —"————2 ’ Gy = ——48K , Sp,l = 28,,)2 = _—K
y(y" —€x) Y
g = 4y
(y+ 10— y* + 12y + 68)k
3 2 2
et = yzﬁ«/(y+8)(3y +44y” + 108y + 96) —y" — 6y — 48
* 2(y* + 18y + 48)k
y =+l A= [P+ 18y +48)y* + (5P + 6y + 48)y ek — 2(y + 6)y(ex)’]
(ex)

The permissible forms of the relations A®(«) are denoted by Roman numerals in Fig. 5, and in Fig. 6 they indicate
the regions of values of the parameters (o, &) corresponding to them. The boundaries of the oscillation modes are
denoted in Fig. 6 by Arabic numerals: the two single-valued curves 071"2, curves 2 — (r)y‘ and curve 3 — cr;‘7 correspond
to the two-valued curve 1.

Further investigations confirm that, in the third-order self-excited oscillatory system (4.1) considered, bifurcation
of the steady oscillation modes is possible when the self-excitation parameter & increases. Preliminary calculations
showed that when e~ 1, k~0.5, 0=0, bifurcation occur in the neighbourhood of the value o ~ o* = \/4/3,
corresponding to quasi-linear self-excited oscillations.!® Analysis of the oscillation modes over a wide range
of variation of the parameter ¢ for different values of k and o requires the development of a highly accurate
algorithm for constructing periodic solutions in combination with the procedure of continuation with respect to the
parameters.5~10
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